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This article describes a two-million-channel, 40-MHz-bandwidth, digital spectrum ana-
lyzer under development at the Jet Propulsion Laboratory. The analyzer system will serve
as a prototype processor for the sky survey portion of NASA’s Search for Extraterrestrial
Intelligence program and for other applications in the Deep Space Network. The analyzer
digitizes an analog input, performs a 2?1-point Discrete Fourier Transform, accumulates
the output power, normalizes the output to remove frequency-dependent gain, and auto-
mates simple signal detection algorithms. Due to its built-in frequency-domain processing
functions and configuration flexibility, the analyzer is a very powerful tool for real-time

signal analysis and detection.

l. Introduction

A 221 (2,097,152)-channel spectrum analyzer is being de-
signed at JPL for real-time processing of signals with band-
widths of up to 40 MHz from the radio antennas of the DSN.
The spectrum analyzer will perform all functions from sam-
pling the input waveform to detecting signals in the computed
spectra. Applications include radio-astronomy spectral analysis
and continuum studies, high-resolution frequency analysis of
wideband receiver systems in the DSN, radio-frequency inter-
ference (RFI) studies, and spacecraft telemetry acquisition
and tracking. The primary radio-astronomy application will be
to serve as a prototype system for the sky survey analyzer for
NASA’s Search for Extraterrestrial Intelligence (SETI) pro-
gram [3], in which the entire celestial sphere will be scanned
in the microwave region for narrowband signals. The final sys-
tem to be used for the survey is planned to have a bandwidth
of about 300 MHz and will consist of segments based on the
prototype design [7].
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The wuse of high-speed, commercially available CMOS
VLSI components will allow millions of spectral points to be
computed every second. The real-time digital processing will
be performed by a rack of special-purpose hardware modules
configured as a pipe in which data flows from the input sam-
plers through the Discrete Fourier Transform (DFT) to the
frequency-domain processing modules. The requirements of
the SETI sky survey have guided the design of the frequency-
domain modules. The digital boards have parameters that can
be programmed by a user to match specific signal processing
and detection needs. Interaction with users and with other
devices is through the system controller, a workstation com-
puter that controls and tests the hardware.

The core of the analyzer is a matrix-style DFT pipe that
can compute contiguous real-time transforms of up to two
million points on a 40-MHz-bandwidth signal. The analyzer
performs a long N = LM-point DFT by considering the input



data as an L X M matrix, transforming the columns with
L-long Fast Fourier Transforms (FFTs), multiplying the
resultant matrix entries by complex rotation factors, and then
transforming the rows with M-long FFTs (see Section 1V).
The input to the FFTs is a real sequence derived by mixing
the Intermediate Frequency (IF) input to baseband and sam-
pling at a rate equal to twice the IF bandwidth. Real rather
than complex sampling is used in order to eliminate the
imaging caused by mismatches between the anti-aliasing filters
on the real and imaginary legs of a complex mixer. A 2/N-long
real sequence is transformed using an N-Jong complex DFT by
exploiting the symmetries in the spectrum. The output spectra
are unscrambled and then processed by special-purpose mod-
ules which can be programmed to perform signal detection
algorithms. For example, the Baseline module can be used to
remove frequency-dependent system gain, to whiten the spec-
trum, or to suppress interfering signals. The Output Processor
can pick peaks and averages of groups of frequency powers
for display or further processing.

If desired, any board can perform a null operation and pass
its input directly to its output. This allows testing of the boards
in isolation or in combination with other boards in the pipe;
it also allows flexibility in the operation of the analyzer. For
example, by bypassing stages, transforms less than 221 points
can be performed, processing stages can be skipped, and the
analyzer output can be taken from any section of the pipe.

A special design feature is that the analyzer can process two
separate input data streams in the pipe at the same time. An
“input switch” signal controls the selection between the two
inputs, A and B, and labels each spectrum flowing down the
pipe as type A4 or type B. To accommodate two data streams,
there are two power-accumulation memories, one for 4 spec-
tra and one for B spectra. This capability was built in so that
the analyzer could cope with Dicke switching, in which the
antenna beam alternates between a source of interest and a
background source for calibration. The addition of another
IF stage would allow the analyzer to process any two input
data streams; in particular, it may be desirable to process
both the left-circular and right-circular polarizations of a
radio-astronomy signal.

The analyzer pipe has two output valves for the real-time
data: one for the spectrum imaging data and one for the out-
put of the matched-filter detector. The output processor
works as a valve for the spectrum imaging data, extracting
coarse-resolution or narrowband data for the graphics dis-
plays. The other valve sends the workstation the frequency,
bandwidth, and power of signals which pass a threshold test
from the matched filter. The output from both valves can be
used for postprocessing.

This spectrum analyzer is designed to be a flexible tool for
real-time analysis at high data rates. In response to a user’s
needs, the system can be reconfigured by software in milli-
seconds. Configuration parameters which can be changed
include the sampling rate, the length of the DFT, the accu-
mulation frame lengths, the signal detection parameters, and
the output processor controls.

The next section is a more detailed discussion of the spec-
trum analyzer system and its operation. Section III explains
the synchronization and configuration controls. Sections IV
and V describe the design and operation of the 22!.point
transform, and Section VI describes the real-time frequency-
domain processing modules and how they will be used for the
SETI sky survey.

ll. The Spectrum Analyzer System

The spectrum analyzer is a pipeline architecture in which,
after a start-up delay, all stages of the algorithm are executing
concurrently [1]. Figure 1 is a functional block diagram of
the spectrum analyzer system. The Intermediate Frequency
(IF) Input Signal Conditioner mixes, filters, and samples the
analog input at the desired sampling frequency. The Input and
Timing module collects sufficient data for a spectrum in one
of the input buffers, selects the points for the first stages of
the column transforms. and sends them to the Window module.
The Input and Timing module also generates the synchroni-
zation signals for the pipeline control. The Window module
multiplies the data by the coefficients of a window in order
to suppress the sidelobes of the frequency response. The
spectrum of the windowed data is computed by the matrix
FFT using two separate FFT modules, one for the rows and
one for the columns.

The 128-point column FFTs are 16-bit, fixed-point, radix-2
FFTs with two stages on a board. Each FFT stage performs a
radix-2 FFT butterfly operation and then implements the
delay for the next stage. The outputs from the column FFTs
go into the matrix transpose memory, which selects the points
for the row transforms. Each point is multiplied by the appro-
priate complex rotation factor called a “twiddle” factor prior
to entering the second FFT module. The row FFTs are radix-4,
floating-point FFTs with one stage per board. Both FFT mod-
ules are fully pipelined [1]. The matrix FFT was chosen
because it allows small numbers of data points and twiddle
factors to be resident on the FFT boards at the expense of
performing the matrix transposes and twiddle factor multipli-
cation. In order to compute the transform of a 2/N-long real
sequence using an N-point complex FFT, the even points are
loaded into the real components and the odd points into the
imaginary components of an N-long complex sequence. The
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transforms of the even and odd points are then formed from
the symmetric and antisymmetric parts of the unscrambled
transform, respectively, before the last radix-2 butterfly [2].
This final operation is called the real-adjust.

The FFT output data then go to the Power Accumulator
which calculates the power of the complex spectrum samples
and accumulates them on a frequency-by-frequency basis.
There are actually two independent accumulators so that two
separate data streams can be accumulated. The power spectra
are then normalized using a predetermined baseline to remove
frequency-dependent system gain. The normalized spectra
then go through a matched filter designed to detect narrow-
band sources as they are swept by a moving antenna during
the SETI sky survey. The parameters of the filter can be
adjusted based on noise statistics computed from the data
spectra. The spectral processing for the graphics displays is
performed by the Qutput Processor which can select a band
of frequency points or pick peaks and averages of groups of
contiguous frequency points.

The spectrum analyzer system is controlled by the micro-
processor computer system whose primary function is data
processing and graphics handling. The system controller and
postprocessor is a 68020-based Masscomp 5600 computer
system with high-resolution graphics and sufficient storage
and processing power to control and configure the spectrum
analyzer and to perform additional data processing on the out-
put spectra. The computer system will generate graphics dis-
plays, archive data, provide antenna monitoring and control,
and perform special-purpose processing. Examples of special-
purpose processing include signal identification, signal track-
ing, and removal of undesired interfering signals.

The system controller also performs system tests and diag-
nostics. It commands the Executive board to generate test
synchronization signals and transmit and receive test vectors
through the stimulus and response buffers. The stimulus buf-
fer contains 16 megabytes of read/write Masscomp-mapped
memory—enough to hold 22! complex floating-point samples.
Test input vectors generated by the microprocessor are writ-
ten to the stimulus buffer at microprocessor speed and are
then transferred to the Input and Timing module at the hard-
ware processing speed. The Executive board can cycle through
the input data to generate periodic stimuli. Output vectors
return to the microprocessor via the response buffer, a ring
buffer in which the last memory location is followed by the
first one to form a continuous ring. Data streams into the
response-buffer memory until a programmed trigger condi-
tion is met. After a trigger event, an additional specified num-
ber of data points are written, and then the data are avail-
able to be read. After reading the data, the user resets a bit
to arm the memory and the cycle repeats. To check the sys-
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tem performance, output vectors can be compared to expected
response vectors. Since any module can be bypassed as the
controller chooses, each module can be tested in isolation or
with any combination of other modules. The data buses in the
system are configured so that any board can be supplied with
its full data-width stimulus and have the full width response
captured in the response buffer. The widest data path con-
sists of two complex numbers and two serial control lines.
Complex numbers are pairs of floating-point numbers (R,I),
each 32 bits wide; thus the widest data path is 130 bits wide.
The floating-point representation is the IEEE 32-bit floating-
point standard. The serial control lines carry the synchroniza-
tion pulses.

lll. Synchronization and Configuration
Control '

The operational flexibility of the spectrum analyzer arises
from two sources. The first source is the way the data flow is
controlled using synchronization and framing signals; the sec-
ond is the way parameters can be set to control the functions
of the hardware modules. The spectrum synchronization sig-
nals, explained below, include the start-of-spectrum indicator,
valid spectrum indicators, the A/B indicator, and accumulation
frame triggers. The synchronization signals are generated by
the Input and Timing module and sent down the processing
pipe on two serial lines. Each module delays the synchroniza-
tion signals by an amount equal to its pipe delay before send-
ing the signals to the next module in the pipe.

The processing of a spectrum begins with data from one of
the three 4-megabyte RAM buffers on the Input and Timing
module. The current buffer is read out by the delay commu-
tator which outputs pairs of complex data samples which are
to be combined in the first butterfly stage of the transform.
The start-of-spectrum indicator occurs every N complex sam-
ples, or every N/2 complex pairs. Because of the periodicity
of the delay commutator, the beginning of a new spectrum can
occur only every NV sample times. Thus if the sampling rate is
less than the 40-MHz processing rate and the next buffer is
not full when the commutator is reset to start a new spectrum,
N sample times must be skipped before the buffer can begin to
be processed. The first two time lines in Fig. 2 show the write
and read times for a 64-MHz real sampling rate. Since the sam-
pling rate is four-fifths the processing rate, after the start-up
delay every fifth spectrum does not contain valid data, and a
valid spectrum indicator does not appear in the third time line.
The processing pipe cannot be stopped to wait for the buffer
to fill; the modules thus continue cycling through their pro-
cessing, but the absence of the valid spectrum indicator pre-
vents the data from being added into the accumulations or
entered into the spectrum filter computations.



Since two input channels can be in the pipe, there are two
separate accumulator memories. The 4/B indicator identifies
which accumulation each valid spectrum belongs to. The
lengths of the accumulations are controlled by the accumula-
tion frame trigger which causes the current spectrum to be
added into the appropriate accumulation; the next valid spec-
trum corresponding to that accumulation will then be depos-
ited, not added, to the buffer. The triggers for the 4 and B
accumulations are controlled independently. The bottom time
line in Fig. 2 shows the 4 frame trigger for accumulations of
three spectra when all the spectra are type A. The main use for
the two separate channels is for Dicke switching. In Dicke
switching the antenna switches from looking at a source for
K, spectra to looking at the background noise for K, spectra.
The spectrum analyzer controls the switch, discarding a speci-
fied number of spectra to allow synchronization with a puls-
ing signal or settling time for the Dicke switch. For other
applications, such as dual-polarization processing, the two
accumulations allow the analyzer to process the inputs from
two IF stages with maximum bandwidths of 20 MHz. For
dual-channel input the analyzer would alternate the spectra;
thus the even-numbered spectra would belong to channel 4
and would be separate from the odd spectra which belonged
to channel B.

In order to generate the correct synchronization signals, the
Input and Timing module has a group of control bytes which
specify the number of spectra in the 4 and B accumulations,
the number of invalid spectra between switching accumula-
tions, and the base-two logarithm of the spectrum length.
There are also bits for a user-supplied sync code, for control-
ling the clock, and for forcing initialization of the analyzer.
The other modules also contain one or more control bytes to
pass module parameters and control bits such as bypass and
read switches. Some of the controls allow multiple copies of
one board design to be used for similar operations at different
stages in the pipe. For example, there are two copies of the
multiplier board, one to perform the window multiply on the
input data and one to do the twiddle-factor multiply between
the row and column transforms. The window is real, while the
twiddle multiply is complex; thus one bit is used to select
whether the board performs a real or a complex multiplica-
tion. For complex multiplications, another bit selects whether
or not the result should be divided by two. To load the coef-
ficient data onto the board, the operational/multibus switch is
set to multibus mode, and the data words are transferred on
the multibus.

The fixed-point FFTs are computed using four copies of
one board design, and the floating-point FFTs use seven copies

of a floating-point design. Each FFT board needs only one .

control byte to control which stage or stages of the FFT it
computes. The fixed-point FFT boards contain two stages of a

radix-2 FFT, and the control byte contains the stage number,
k, of the second stage, and two bypass bits, one for the first
stage and one for the second. If the first stage is not bypassed,
its stage number is & ~ 1. Since the floating-point boards con-
tain only one stage of a radix4 FFT, the control byte contains
only one bypass bit and the stage number. Another function
of the control bytes is to pass parameters unique to a board
which program the operation of the board. The frequency-
domain boards have such parameters, and they are described in
Section VI.

All the boards have bypass switches which allow the input
data to be passed directly to the output data lines. The only
board whose output is of a different form from its input is the
floating-point converter which converts 16-bit fixed-point
numbers to 32-bit floating-point numbers. It therefore has
two different bypass modes, one which passes 32-bit data to
the output, and one which maps the 16-bit input data to the
first 16 bits of the 32-bit output lines. The bypass switches
are all set independently and allow great flexibility in the use
of the analyzer. In test mode they allow every module to be
tested independently or in combination with other modules
in the pipe. In operational mode they allow the spectrum
analyzer to be customized to fit the user’s application. For
example, FFTs shorter than the maximum length are imple-
mented by skipping FFT stages using the bypass switches;
the window stage can be skipped, and other processing stages
can be skipped as desired.

The control bytes are in the memory-address space of the
workstation; thus, when a value is assigned to a control-byte
location, a multibus transfer to the analyzer hardware is
initiated. This means that the system configuration can be
altered in the length of time it takes to complete the multi-
bus accesses. Since the data computed with the new configu-
ration propagate down the pipe, in general there will be a
delay before the output contains valid spectra.

IV. The Two-Million-Point DFT

The core of the spectrum analyzer is the two-million-point
Matrix DFT which transforms the time-domain input signal
into the frequency domain. A real window can be applied to
the DFT input to shape the frequency response. The length of
the transform, NV, can be any power of two from 217 =131,072
to 221 = 2,097,152.

The windowed DFT of the input signal is:

1 g nk
Yik) = v x (nyw(n) exp (—j27r TV—)
n=0
0<k<N-1 1)
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where {x(n)} is the input data and {w(n)} are the window co-
efficients. The subscript indexes successive spectra or, equiv-
alently, segments of N samples. Thus x,(n) refers to the
(iN + n)th time sample.

The spectrum computation is a Matrix FFT in which an
N = LM-point DFT is computed using L- and M-point FFTs
and a complex multiply stage. The Matrix algorithm is derived
in detail in [1]. The central idea is that the N-long input
sequence is decomposed into an L by M matrix such that:

y(m) =y Ml +m)
O<IKL-1,0smsM-1 )

where y(n) = x(m)w(n) for the ith spectrum. The output
transform sequence is recomposed by the mapping:

Yi(s,r) = Yl.(Lr+s)
0<s<L-1,0<sr<M-1 3)

Rewriting Eq. (1) in terms of the matrix indices yields:
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The rightmost summation is a DFT of length L on the mth
column. The result will be called q‘.(s,m). The summation
over m is an M-point DFT on the sth row of the matrix
exp [(~j2m)(ms/LM)]q,;(s,m).The complex phasors exp [(=f2m)
(ms/LM)] are called the twiddle factors.

The advantage of the Matrix FFT method over a straight
Decimation-in-Frequency (DIF) or Decimation-in-Time (DIT)
FFT computation [1] is that by decomposing the N-point
transform into short M- and L-point transforms, the long delay
memories and twiddle-factor tables are not resident on the
FFT boards but are concentrated into one large N-point
matrix transpose buffer and one large twiddle-factor table.

In the JPL spectrum analyzer the column transforms are
computed via radix-2, DIF, fixed-point FFTs. In a radix-2
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algorithm the FFT is computed in K = log,L stages. Each
stage consists of a “butterfly” operation on L /2 pairs of com-
plex points. The butterfly operation

zk_1(1)+zk_1(1+21<—k)

z, () = 3
o<I<L -1
_ K-k 12k-1
7, (1+2K-F%) = 2 (D=2, I+ 277)1 W)
k 2
1<k<K (5)

takes the sum and difference of the complex pairs and then mul-
tiplies the difference by the appropriate twiddle factor. Divid-
ing the results by two ensures that the maximum magnitude of
the numbers does not increase by a factor of two at every stage.
At the kth stage, 1 <k < K, the pairs for each butterfly opera-
tion are the results from the previous stage taken 2K -¥ apart,
z,_,() and z,_,(I + 2X-K), and the input to the first stage
is the windowed data from the mth column, z,({) = x ,(IM + m)
w(IM + m). The output from the last stage is g (U() M + m) =
2x (1), where U(J) is the bit reversal of /.

The output from the fixed-point column transforms enters
the matrix-transpose memory which unscrambles the columns
and selects the data quadruples for the row FFTs. Before
the row transforms, the points are multiplied by the appro-
priate twiddle factor and converted from 16-bit, two’s-comple-
ment, fixed point to IEEE 32-bit floating point. The row
transforms are radix-4, floating-point FFTs. In the radix-4
algorithm the FFT is computed in K = log,M stages in which
each stage implements a 4-point DFT followed by twiddle-
factor multiplications:

T 11 ﬂ—zk_l(m) i

K-k
zk_l(m+4 )

u, (m)
u, (m +4575) 1 =1 j
u, (m+2 X 4575) 1 -1 1-1

L] -1 -

z,_,(m+2X457%)

u, (m+3 X% 45K)

: (m + 3 X 4K-%)

z
Lk_l

z,(m) = u,(m)

- - k-1
z,(m +p X 4Kk u, (m +p % 4X k)Wﬁ"“

1<p<3 (6)



The input to the first stage consists of the twiddled points
from the sth row, z,(m) = exp [(-/2m)(ms/LM)] q (s,m). The
output from the last stage is Y (U,(m)L + 5) = z,.(m), where
U ,(m) is the 4-based digit reversal of m.

Only two unique board designs are needed for the FFT
computations: one for the fixed-point, radix-2 transforms, and
one for the floating-point, radix-4 transforms. Although stage
k + 1 in a radix-n FFT requires only 1/nth the delay and coef-
ficient memory of stage &, it is more economical to design, test,
and maintain the boards if they are all exact replicas with the
maximum memory requirements. Figure 3 shows a block dia-
gram of a fixed-point FFT stage. On each board there are two
FFT stages, each with an Arithmetic Unit (AU) to perform the
complex butterfly, a PROM coefficient memory for the
twiddle factors, and an SRAM delay memory with a cross-
switch. In addition, on each board there is a synchronization
generator unit, a clock module, a local bus module, and a
thermal protection module.

The complex addition of Eq. (5) is done as a 17-bit add
with “OR rounding™ carried out when the bit shift is done for
the division by two. The complex subtraction uses 16-bit sub-
tracters which require the input data to have a magnitude less
than 1/2. To avoid overflow conditions in the subtracters, the
Input buffer is wired to ensure that the 8-bit data has a magni-
tude less than 1/2, and the window multiplication and FFT
butterflies are designed not to increase the maximum magni-
tude. Since the window coefficients have a maximum magni-
tude of one, the real window multiplication will have a resul-
tant less than 1/2, and the divide-by-two in the FFT stages
guarantees that the results maintain a maximum magnitude of
1/2. The twiddle-factor complex multiply is performed using
Multiplier-Accumulators (MACs), dividing by two in the
process. The twiddle factors are stored in PROM memory
as cos(8) -7 sin(@). There is a separate set of 128 sine/cosine
pairs for each possible stage number: the appropriate set is
read sequentially and repetitively. Although each butterfly
stage increases the maximum signal level by at most 1 bit,
with 8-bit input samples and seven stages, the 16-bit arith-
metic has sufficient dynamic range [4].

The output from the AU enters the cross-switch which
changes the order of the data, choosing the correct data pairs
for the next FFT stage. The input pairs to the cross-switch
at the kth stage are 2X-% apart; the pairs’ outputs to the next
stage are 2K-k~1 apart. This operation is carried out using a
two-input, two-output multiplexer and a read-modify-write
memory which outputs a location and then stores new data
in the same location. The memories act as 2X-%-1 delay
memories, while the multiplexer either passes data straight
through or switches the data paths. The purpose of the sync
code generator unit is to delay the sync code lines to match

the data delay appropriate for the stage number. The delay is
calculated via a look-up table using the stage number as the
address.

Each floating-point board contains one stage of a radix-4
DIF FFT. The AUs have eleven 50-nsec IEEE 32-bit floating-
point adders and six 50-nsec IEEE 32-bit floating-point
multipliers to perform the radix-4 butterflies. The 32-kilobyte
twiddle-factor memory is made up of 8k X 8 PROMs, and the
cross-switch uses 8k X 8 static RAMs. The output from the
floating-point FFTs is digit reversed, and the final spéctrum
is formed in the Real-Adjust stage.

V. The Real-Adjust Stage

A 40-MHz IF bandwidth can be sampled using a complex
demodulator sampling at 40 million complex samples per
second, or using a real demodulator sampling at 80 million
real samples per second. The N-point DFT of the complex
sampled signal would have N independent complex points
spaced 40 MHz/N apart. For equivalent resolution, a 2¥-point
transform would have to be computed on the real sampled
signal. Since the spectrum of the real signal is conjugate sym-
metric with Y(2V = n) = Y*(n), 0 < n < N, only the first
N + 1 points actually have to be computed. The first N + 1
points of the 2N-point transform of the real signal y(m),
0 <m < 2N -1, can be computed using an N-point com-
plex DFT by the following algorithm:

z(n) = y(2n)+jy (2n+1), 0Sn<N~-1

(7)

Let Eq. (7) be the input to an N-point transform. Then the
output Z(k), 0 < k < N - 1, is the sum of the transforms of
the real sequence y(2n) and the imaginary sequence y(2n + 1),
0 <n <N - 1. Since areal sequence has a conjugate symmetric
spectrum and an imaginary sequence has a conjugate antisym-
metric spectrum, the transforms of the even and odd points
can be recovered from Z(k) [2]:

V() = 3 {200+ 2° (V- )}

0<k<N-1
(8)

Yok = 7 2t -2* -0},

where Z(N) = Z(0). From the transforms of the even and odd
points, the full transform is:
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Y(k) = {Y (k) + Y (W5, )

*

YWV -k) = {YE(k) - Y (kW 51, 0< k<N

)

Note that this full real adjust would generate N + 1 complex
numbers from the A complex inputs, yet the pipe can only
accommodate & complex numbers. To avoid this problem
Y(N) is not computed, since Y(N) would not have been com-
puted if complex demodulation had been used. In Eqs. (8) and
(9), the point Y(0) is computed only from Z(0) and Y(N/2)
only from Z(N/2). These two points are therefore handled
together as the first data pair with the operation:

Y(0) = Re{Z(0)} + Im {Z(0)}

Y(N/2) = Z*% (N/2) (10)

VI. Frequency-Domain Processing Modules

The real-time, frequency-domain processing modules auto-
mate the detection of signals in the spectra and reduce the
volume of output data. These modules include the Power
Accumulator, the Baseline module, the SETI Filter, and the
Output Processor. Since the spectrum analyzer under construc-
tion is a prototype design for a segment of the analyzer to be
used in the sky survey portion of NASA’s SETI program,
these modules were designed to meet the requirements for
detecting narrowband signals as an antenna scans the sky.
Essentially the goal of the survey is to search the entire celes-
tial sphere in the microwave region from 1 to 10 GHz for
signals as narrow as a few hertz. The entire survey is expected
to take about five years to complete and will use the radio
telescopes of the DSN and other large antennas. Since the
survey involves an ambitious amount of data and processing,
the spectrum analyzer is designed to perform the signal detec-
tion steps which must be applied to every spectral point in
the pipe. These steps include accumulating the power at each
frequency, removing frequency-dependent system gain, and
using a matched filter to detect stationary celestial sources
scanned by the antenna beam. Since the points which pass
the matched-filter threshold test contain potentially interest-
ing signals, they are sent to the workstation for postprocessing.

The first frequency-processing module is the Power Accu-
mulator which computes the power of each of the complex
points output by the FFT and accumulates the power values
in one of the channel-accumulation memories. The length of
the accumulation, L, can be from 1 to 224 spectra. The Base-
line module then removes the frequency-dependent system
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gain from the accumulated spectrum by multiplying each
channel by a precomputed inverse baseline value. The base-
line, B(n), is computed by the workstation using spectra from
an input noise source. The baseline can be updated while the
antenna is being repositioned between scans. The accumu-
lated, baselined output, S, (n), is:

Lk-1

1
S = o >,

m=L(k—-1)

¥, (),
(11)

The baselined spectra enter the SETI Filter module which is
designed to detect narrowband signals and report the frequency,
bandwidth, and accumulated power of these signals to the
workstation. The SETI Filter module contains a five-coeffi-
cient Finite Impulse Response (FIR) filter which takes a run-
ning average of each channel across successive accumulated

- spectra. This spectrum filter can be a matched filter for any

desired single-frequency time signature of duration less than
or equal to five accumulation intervals. The filter output

4
F(n) = 3 @S, () (12)
m=0

where the filter weights a, m (n), 0 < m < 4 are equal to the
desired time signature. The filtered data then goes to the
Threshold board which taps the data and locates regions with
power above a computed frequency-dependent threshold. The
location, the number of frequency points in the region, and
the total power in the region are computed and stored in an
event memory which can be accessed by the workstation. The
Threshold board contains a bit mask which can be used to
force frequency ranges known to be contaminated with RFI
to be ignored.

In order to allow for a varying noise temperature across the
40-MHz signal bandwidth, the spectrum is divided into a maxi-
mum of 128 subspectra, each with its own threshold and filter
weights which depend on an estimate of the noise temperature
in the subspectrum. This estimate is proportional to the power
in the AVth dimmest spectral bin, where NV is a control param-
eter. The filter weights are equal to their initial static values,
or the initial values divided by the estimated noise tempera-
ture. The threshold is equal either to an input constant 9, or
to 6 times the sum of the filter weights. The Nth dimmest
spectral bin for each subspectrum is determined with 24-bit
accuracy by using a coarse-resolution histogram of the twelve
most significant bits, determining the bin where the Nth dim-
mest power lies, fixing these twelve most significant bits, and
then doing a histogram of the next twelve significant bits.



The purpose of the matched filter is to integrate the power
received at each frequency as the antenna beam sweeps across
a source in order to use all the information from the source.
Figure 4 depicts a one-dimensional slice of the circularly sym-
metric expected response at a single frequency. The combi-
nation of accumulating and then filtering results in a weight-
ing function which is a step-like approximation to the bell-
shaped response. Combining five accumulations in this fashion
as the antenna moves one Half-Power Beamwidth (HPBW)
results in an SNR loss of 0.25 to 0.3 dB 5] . Figure 5 depicts
an oval antenna scan pattern with circles showing half-power
beam areas. The filtering implemented by the hardware inte-
grates only along the direction of the antenna scan. To ap-
proach uniform spatial sensitivity, the information from
adjacent scans should be combined as well. Adjacent scans are
expected to be separated by one HPBW, as shown in Fig. 5;
thus, sources positioned at the edge between two scans would
register in both scans, 3 dB lower than if the source were
centered in one of the scans.

In order to combine the data from adjacent scans optimally,
all the spectral data generated between successive passes past
a position would have to be stored; for a reasonable antenna
scan pattern, this results in an unreasonable amount of data
storage. By sending only the spectral points which pass a
threshold, the amount of data stored can be reduced to a
fraction of the total with very little effect on the probability
of missing a signal. For example, setting the threshold to retain
only 1 percent of the data reduces the probability of missing
a narrowband signal by only one or two percent, but dramati-
cally reduces the maximum required storage. The combina-
tion of data from scan to scan is then done by software in the
workstation.

In addition to the matched-filter output, the workstation
receives data from the Output Processor which controls the
amount and form of the spectrum analyzer output to be used
for spectrum displays. The Output Processor has the ability
to store both the peaks and averages of contiguous groups of
spectral bins called “superbins” in a set of Multibus-mapped

buffers. The number of spectral bins per superbin is a program-
mable power of 2, and the first superbin may start at an
arbitrary programmable location. The output of this data
reduction process goes into two double buffers, one for the
peaks and one for the averages of each superbin. The buffers
can each contain a maximum of 1024 IEEE 32-bit floating-
point numbers. If the user-supplied parameters result in more
than 1024 superbins, the extra bins are not calculated.

VIl. Conclusion

The wideband spectrum analyzer being developed is a
powerful too] for real-time frequency-domain analysis of wide-
bandwidth input signals. By using the signal processing boards
to average and threshold the spectra, the uninteresting data
can be reduced and signals of potential interest, such as con-
tinuous-wave or narrowband signals, can be retained. The sys-
tem design principles were developed from experience with
other large real-time systems, including a 20-MHz-bandwidth,
65.536-point spectrum analyzer completed in 1979 [6] and
a real-time signal processing system for synthetic aperture
radar containing four 20-MHz-wide, 16,384-point FFTs for
performing convolutions. One of the design goals was to make
the hardware as flexible as possible within the constraints of
the pipeline architecture while keeping the size down to one
rack of equipment. The sampling rate, the size of the trans-
form, and the time-domain window are the only parameters
needed to control the bandwidth and resolution of the output
spectra. Most of the programmable parameters control the
real-time signal processing boards where flexibility is needed
in order to allow specification of a wide range of signal detec-
tion algorithms. The 40-MHz, 22! -channel analyzer is a stand-
alone system which is the prototype for an analyzer with a
bandwidth of 300 MHz. Some of the expected applications
for both the 40-MHz and 300-MHz designs, in addition to
the SETI sky survey, include radio astronomy spectral analy-
sis and continuum observations; wideband, high-resolution
frequency analysis of receiver systems in the DSN; detection
of radio-frequency interference; and spacecraft telemetry
acquisition and analysis.
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Fig. 1. The DSN-SETI spectrum analyzer system
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Fig. 3. Block diagram for a radix-2 fixed-point FFT stage
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Fig. 4. Response to a point source transiting the antenna beam.

Matched-filter values result in a staircase approximation to the
response.
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